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ABSTRACT
Compared with ample visual-text pre-training research, few works
explore audio-text pre-training, mostly due to the lack of sufficient
parallel audio-text data. Most existing methods incorporate the vi-
sual modality as a pivot for audio-text pre-training, which inevitably
induces data noise. In this paper, we propose to utilize audio cap-
tioning to generate text directly from audio, without the aid of the
visual modality so that potential noise from modality mismatch is
eliminated. Furthermore, we propose caption generation under the
guidance of AudioSet tags, leading to more accurate captions. With
the above two improvements, we curate high-quality, large-scale
parallel audio-text data, based on which we perform audio-text
pre-training. We comprehensively demonstrate the performance
of the pre-trained audio-text model on a series of downstream
audio-related tasks, including single-modality tasks like audio clas-
sification and tagging, as well as cross-modal tasks consisting of
audio-text retrieval and audio-based text generation. Experimental
results indicate that our approach achieves state-of-the-art zero-
shot classification performance on most datasets, suggesting the
effectiveness of our synthetic data. The audio encoder also serves
as an efficient pattern recognition model by fine-tuning it on audio-
related tasks. Synthetic data and pre-trained models are available
online1.

CCS CONCEPTS
• Computing methodologies → Artificial intelligence; Natural
language processing.

∗Corresponding authors.
1The code, checkpoints and data are available at https://github.com/wsntxxn/BLAT
and https://zenodo.org/record/8192397/
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1 INTRODUCTION
Multi-modal machine learning has become increasingly popular
since it mimics our learning experience: we accept and handle infor-
mation from different modalities. With the success of deep neural
networks and large-scale datasets, we have witnessed the rapid de-
velopment of multi-modal learning in recent years. Vision-language
pre-training [10, 31, 34, 43] using Transformer has pushed the state
of the art (SOTA) on a wide range of cross-modal tasks, such as
visual question answering (VQA) [4], Image-Text Retrieval [32],
visual commonsense reasoning (VCR) [50], etc. In these works, a
joint representation of vision and language modalities is learned
through pre-training on large-scale image-text datasets and then
fine-tuned on specific downstream vision-language tasks.
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E1 E2 ...... Ei Ei+1 ...... Ei+n ...... EN

Ci Ci+1 ...... Ci+n
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Figure 1: The illustration of the data expansion approach.
“A”, “E” and “C” denote audio, event tags and caption respec-
tively.

In contrast with the rapidlying growing amount of work in
vision-language pre-training, audio-related multi-modal learning,
however, is still at a preliminary stage. Although audio is an im-
portant modality, few works explore pre-training involving audio
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and language. The bottleneck of audio-language cross-modal learn-
ing lies in the scarcity of audio-text data. Compared with large-
scale image-text datasets such as COCO [32] (∼1.64M pairs), Visual
Genome [30] (∼5.06M pairs), and Conceptual Captions [42] (∼ 12M
pairs), current audio-text datasets contain only about 100K pairs
(see Section 3.2). The lack of large-scale audio-text datasets may
be attributed to the fact that not only the audio annotation cost is
much higher than image description annotation [51], but audio-text
co-occurrences are also scarcely available on the web [52].

To alleviate the above problem of data scarcity, prevailing works
on audio-text cross-modal learning mostly incorporate CLIP [40], a
powerful model enabling image-text alignment, to facilitate audio-
language representation learning. The visual modality works as a
pivot to connect audio and text since video-audio co-occurrences
are abundant from massive video data. However, mismatching au-
dio and visual modalities are commonly observed when detecting
objects and events via sound and images. For example, visible ob-
jects in videos do not necessarily make sounds while sounds may
be produced by objects off the screen. Such a mismatch leads to
noise in audio-visual and audio-text alignment based on visual
pivoting, indicated by the limited improvement achieved by these
studies [22, 47, 52].

To better circumvent the noise when expanding data, we pro-
pose an audio-captioning-based approach to expand audio-text
data using AudioSet [19], the largest free audio event dataset. We
generate captions for audio directly without the aid of the visual
modality so that potential noise from modality mismatch is elim-
inated. Compared with previous audio captioning works [8, 48],
we incorporate AudioSet tags into caption generation to improve
the generated caption quality. AudioSet contains audio clips and
corresponding audio event tags in the original dataset. Its subset
AudioCaps [26] provides captions on top of tags. Based on the pro-
vided event tags and captions, we bootstrap a tag-guided audio
captioning model on AudioCaps and use it to generate large-scale
audio-text data on AudioSet. The approach is shown in Figure 1.
The bootstrapped data contains 1.22M pairs. To this end, we pro-
pose BLAT: Bootstrapping Language-Audio pre-training based on
Tag-guided synthetic data, where contrastive learning is used to
pre-train an audio-text bi-encoder just like CLIP.

The pre-training is comprised of two phases: 1) pre-training on
the large-scale synthetic data; 2) further pre-training on the real
data to adapt to the real distribution. We evaluate the performance
of BLAT on a series of downstream tasks, including single-modality
classification and cross-modal retrieval and generation. Results
reveal that significant achievements are achieved on all tasks by
fine-tuning BLAT. BLAT also achieves SOTA zero-shot classification
performance on most datasets.

The main contribution of this paper can be summarized as fol-
lows:

• We use audio captioning to curate high-quality audio-text
data from audio directly, eliminating the noise from other
modalities.

• We incorporate AudioSet tags into audio-text data genera-
tion to bootstrap large-scale synthetic data for pre-training.

• We validate the effect of pre-training by transferring BLAT to
cross-modal and single-modality tasks, achieving significant
improvements under zero-shot and fine-tuning settings.

2 RELATEDWORK
2.1 Vision-Language Pre-training
The research on multi-modal pre-trained models initially thrives in
the intersection of vision and language modality. Vision-language
pre-trained models generally handle three groups of tasks: un-
derstanding tasks like Classification, VQA and Visual Entailment,
generation tasks like Image Captioning, and Image-Text Retrieval
tasks. Researchers have proposed different model structures that
are specifically suitable for certain group(s) of tasks. Cross-encoder
models process multi-modal inputs in the same encoder to allow full
interaction of the two modalities and thus are generally performing
well on understanding tasks [10, 31]. Bi-encoder models encode the
visual and textual inputs with different encoders to get separate em-
beddings [24, 40]. Since the embeddings can be pre-computed and
stored for query, they are favorable for efficient retrieval. Encoder-
decoder models encode single or both modalities in the encoder
and use a decoder for generation, which provides the capability for
generation tasks [45, 46]. Our model mainly adopts the Bi-Encoder
paradigm. We exhibit that it can achieve competitive performance
across all three groups of tasks.

For pre-training models, the data size has been shown to be
vital for performance. Experimental results from the bi-encoder
model CLIP show that its zero-shot image classification perfor-
mance steadily increases with the number of images involved in
pre-training. Another bi-encoder ALIGN [24] further scales up the
pre-training data with noisy images from the web and shows that
the models pre-trained on noisy data can still outperform those
trained on higher-quality data given a larger data size. SimVLM
[46], an encoder-decoder model, also achieves great success in both
understanding and generation tasks with the large pre-training
data ALIGN. Inspired by their findings, we propose synthesizing
parallel audio-text data for audio-language pre-training, despite the
potential noise in the synthetic data.

2.2 Audio-Language Pre-training
With the success of visual-language pre-training, a few recent works
have started to incorporate audio into multi-modal pre-training.
For instance, an audio encoder is added to CLIP with the contrastive
learning paradigm. Large-scale video-text datasets are often utilized
since the dataset provides visual-text alignment while audio-visual
alignment is naturally available from the video data. VATT [1] and
MMV [3] uses HowTo100M [37] and AudioSet for pre-training. The
audio-text alignment is learned implicitly through the pivot of vi-
sual modality. AudioCLIP [22] performs the tri-modal contrastive
learning explicitly by using AudioSet event tags as the correspond-
ing text. Wav2CLIP [47], in contrast, does not incorporate text into
pre-training but distills CLIP by audio-visual alignment training
on VGGSound [7]. Following these works, we adopt contrastive
pre-training to learn audio and text representation.

Compared with either textual AudioSet tags or video descrip-
tions, VIP∼ANT [52] is proposed to use CLIP and the prompt “the
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sound of” to provide audio-focused descriptions for AudioSet au-
dio clips. A frame of the corresponding video is used as the query.
In this way, large-scale parallel audio-text pairs are automatically
curated using the visual pivot. Audio-language pre-training with-
out explicitly incorporating the visual modality is conducted on
the curated audio-text data. Inspired by VIP∼ANT, we generate
large-scale parallel audio-text data based on AudioSet and audio
captioning. CLAP [15] is concurrent with our work. They adopt a
similar contrastive learning framework while only current parallel
audio-text data is used for training. We compare our model with
these methods on zero-shot audio classification.

2.3 Audio Event Recognition
Audio event recognition requires recognizing the rich information
in the sounds surrounding us, including the acoustic scenes where
we are and what events are present. Audio event recognition con-
tains various tasks like acoustic scene classification [36], audio
tagging [19] and sound event detection [6]. In recent years, the re-
lease of Detection and Classification of Acoustic Scenes and Events
(DCASE) challenges encourages the development of novel datasets,
tasks and approaches. The release of AudioSet is also a milestone for
audio event recognition. It contains 2.08M 10-second audio clips2
with 527 annotated sound events. Robust audio representations
can be learned by pre-training a deep neural network on AudioSet.
Besides AudioSet, datasets like VGGSound and FSD50K [17] are
also released recently to facilitate further research.

More recently, audio captioning [14] is proposed. Beyond audio
event tags, a caption provides an unconstrained natural language
description of an audio clip. Several datasets (see Section 3.1) are pro-
posed to enable audio captioning research. Audio-text retrieval [39]
is also proposed recently which requires retrieving audio signals
using their textual descriptions and vice versa. It should be noted
that though rich textual descriptions are provided in these datasets,
they are all relatively small-scale. The audio-language pre-training
in this work is conducted based on these small-scale audio-text
datasets and the large-scale audio event dataset AudioSet. We eval-
uate our approach on these single-modality and multi-modal audio
event recognition tasks.

2.4 Audio Representation Learning
Audio representation learning is an emerging field that has re-
cently attracted increasing attention. It involves learning general-
purpose representation which can be transferred to downstream
audio-related tasks. Self-supervised speech representation [5, 9, 23]
significantly improves performance on speech-related tasks. Audio
representation [2, 38, 41] through self-supervised learning achieves
competitive results on various tasks involving speech, music and
general audio. With the release of AudioSet, many works improve
the performance on audio event recognition tasks by pre-training on
AudioSet [21, 28, 29]. Our work learns audio representation through
audio-text contrastive learning. We validate the effectiveness of our
approach by comparing it with a self-supervised COLA [41] and a
tag-supervised PANNs [28].

2Only 1.95M clips are available in this work since some videos are removed.

3 BOOTSTRAPPING LANGUAGE-AUDIO
DATAWITH AUDIOSET TAGS

In this work, we use both currently available audio-text datasets
and synthetic parallel audio-text data for pre-training. We describe
these datasets and the tag-guided data generation approach in this
section.

3.1 Current Audio-Text Datasets

Dataset # Audio-text pairs Avg # words Duration /htrain val test

AudioCaps 49501 2475 4820 8.80 127
Clotho 19195 5225 5225 11.33 44
MACS 17275 9.25 11

Total 85971 7700 10045 9.60 182
Table 1: Statistics of current English audio-text datasets.

Current parallel audio-text datasets are from audio captioning,
including AudioCaps [26], Clotho [13] and MACS [35]. AudioCaps
is a subset of AudioSet, containing about 50K audio clips. Each
audio clip in the training set has one caption annotation while
five annotations are provided for audio clips in the validation and
test set. Clotho contains 5,929 audio clips with five caption anno-
tations provided for each clip. The audio data are collected from
Freesound [18] platform. MACS is a recently released dataset built
on TAU Urban Acoustic Scenes 2019 dataset containing 3,930 audio
clips. Each audio clip is accompanied by several captions, rang-
ing from two to five. MACS does not provide splits of training,
validation or test. A summary of these datasets is in Table 1.

3.2 Audio-Text Data Generation from AudioSet
Although about 100K audio-text pairs are available in current audio-
text datasets, the dataset size is much smaller than image-text
datasets (e.g., ∼1.64M pairs in COCO, see Section 1). However, large-
scale audio event data are available from AudioSet. To leverage the
large-scale audio-only data without caption description, we aim to
generate captions for audio clips in AudioSet. Since AudioCaps is a
subset of AudioSet, we first train a captioning model on AudioCaps
and then use it to generate parallel audio-text data from AudioSet.
Recent works tend to make use of supplementary information to
guide captioning such as keyword [16] and similar captions [27]).
However, these systems often suffer from poor prediction accuracy
of supplementary information since the guidance can only be in-
ferred from the input audio during inference. In AudioSet, the label,
consisting of audio event tags presented in the audio clip, serves
as effective guidance since it is available for all clips. Therefore, to
enhance the quality of generated captions, we incorporate the event
tags into caption generation. The model generates a caption condi-
tioned on both the input audio and the hint from AudioSet tags. The
architecture is shown in Figure 2. It contains an audio encoder and
a text decoder. A sequence of audio features x is fed to the encoder
and transformed into a sequence of high-level representations e𝑎 .

e𝑎 = Encoder(x)
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Figure 2: The proposed audio captioning system with Au-
dioSet tag guidance. The system generates caption based on
both the input audio clip and the provided AudioSet tags.

The decoder predicts the probability of each token at the time-
step 𝑡 conditioned on partly decoded tokens {𝑦𝑛}𝑡−1𝑛=1, the provided
AudioSet tags {𝑔𝑚}𝑀

𝑚=1 (𝑀 is the number of tags) and e𝑎 :

𝑝𝑡 = Decoder(e𝑎, {𝑒𝑛}𝑡−1𝑛=1)

𝑒𝑛 = 𝑒𝑤𝑛 + 𝑒𝑔

𝑒𝑤𝑛 = WE(𝑦𝑛), 𝑒𝑔 =
1
𝑀

𝑀∑
𝑚=1

TE(𝑔𝑚)

where WE and TE denote word embedding and tag embedding lay-
ers, transforming 𝑦𝑛 and 𝑔𝑚 into fixed-dimensional vectors. Start-
ing from the special “<BOS>” token, the decoder auto-regressively
predicts the next token until “<EOS>” is reached.

In this work, we utilize deep embeddings from PANNs, specifi-
cally the CNN14 variant, as the input audio feature x. The encoder
is a three-layer bidirectional gated recurrent unit (GRU) following
[16] while the decoder is a two-layer Transformer with the final
fully connected (FC) layer. The captioning system is trained by
word-level cross entropy (CE) loss:

L =

𝑇∑
𝑡=1

− log (𝑝𝑡 (𝑦𝑡 ))

where 𝑦𝑡 is the ground truth token at the time-step 𝑡 .
After training the AudioSet tag-guided captioning model, we

use it to generate captions for large-scale AudioSet audio clips.

However, the data distribution of AudioCaps is different from Au-
dioSet since audio clips with specific event tags are excluded during
the construction process of AudioCaps [26]. To circumvent the
distribution bias problem, we exclude audio clips with tags that
never appear in AudioCaps, with about 1.22M audio clips left. One
caption is generated for each audio clip using the enhanced cap-
tioning model, resulting in about 1.22M audio-text pairs. We use
this large-scale synthetic parallel audio-text data for pre-training.

4 AUDIO-TEXT PRE-TRAINING
In this section, we describe the proposed framework. The frame-
work consists of an audio encoder and a text encoder for the two
modalities. As Figure 3 shows, the model is first pre-trained by
contrastive learning. The pre-training consists of two steps: 1) pre-
training on synthetic parallel audio-text data; 2) further pre-training
on the real data. Since there is a gap between the quality of real and
synthetic data, the second pre-training step is adopted to alleviate
the bias caused by synthetic data. We use the combination of all
training sets of real audio-text data introduced in Section 3.1 for
training.

After pre-training, the pre-trained model is transferred to several
kinds of downstream tasks. Take audio classification as an example,
the pre-trained model can be used for both zero-shot inference and
fine-tuning. For zero-shot inference, the similarity scores between
the audio clip and all textual labels are calculated as the estimated
probabilities. For fine-tuning, a fully-connected (FC) layer is ap-
pended after the audio encoder for further classification fine-tuning
to boost performance.

We first illustrate the contrastive pre-training approach. Then
the architectures of the two encoders are introduced respectively.

4.1 Contrastive Pre-training
Similar to CLIP, the proposed contrastive learning approach learns
the correspondence between the text content and the audio events
in an arbitrary audio-text pair. For an audio clip A and a sen-
tence T , the audio and text encoders Enc𝐴 and Enc𝑇 transform
them into two embeddings a and t respectively. A multi-modal
embedding space is learned by maximizing the similarity between
a and t of matched audio-text pairs and minimizing that of mis-
matched pairs. Following CLIP, the training objective is to minimize
the InfoNCE loss [11]. Given a minibatch of 𝑁 audio-text pairs
(A1,T1), (A2,T2), . . . , (A𝑁 ,T𝑁 ), their embeddings are calculated:

a𝑖 = Enc𝐴 (A𝑖 )
t𝑖 = Enc𝑇 (T𝑖 )

The training loss is a symmetric cross entropy loss between the
predicted cosine similarity scores and the ground truth pairing
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Figure 3: An overview of our proposed language-audio pre-training approach. We use a tag-guided audio captioning model to
generate audio-text data. Then we conduct contrastive learning similar to CLIP (dashed lines indicate the captioning model is
not involved in the pre-training) in two stages. The pre-trainedmodel can be transferred by zero-shot inference or fine-tuning.

labels:

𝑠 (𝑖, 𝑗) =
a𝑖 · tT𝑗

∥a𝑖 ∥ · ∥t𝑗 ∥

L𝐴→𝑇
𝑖 = − log

𝑒𝑥𝑝 (𝑠 (𝑖, 𝑖) /𝜏)∑𝑁
𝑗=1 𝑒𝑥𝑝 (𝑠 (𝑖, 𝑗) /𝜏)

L𝑇→𝐴
𝑖 = − log

𝑒𝑥𝑝 (𝑠 (𝑖, 𝑖) /𝜏)∑𝑁
𝑗=1 𝑒𝑥𝑝 (𝑠 ( 𝑗, 𝑖) /𝜏)

L =
1
𝑁

𝑁∑
𝑖=1

(L𝐴→𝑇
𝑖 + L𝑇→𝐴

𝑖 )

where 𝜏 is the temperature optimized jointly with Enc𝐴 and Enc𝑇 .

4.2 Audio Encoder
Similar to the feature extractor in Section 3.2, we use the pre-trained
CNN14 from PANNs [28] as Enc𝐴 instead of training the model
from scratch. Time-frequency representation Log Mel Spectrogram
(LMS) is extracted from the input audio and fed to 12 convolution
blocks. 2 × 2 max pooling is done between every two blocks. Af-
ter the convolution blocks, the audio embedding a is obtained by
a global pooling on the feature map and transformation through
a fully-connected layer. Although Transformer-based models are
applied for audio classification recently [21] and achieve better per-
formance than convolutional neural networks (CNN), it works on a
sequence of patch embeddings without sub-sampling, resulting in
high memory demand. Therefore, we adopt the pre-trained CNN14
to enable a larger minibatch size for training.

4.3 Text Encoder
For the text encoding part, we utilize BERT to transform T into t. It
is a deep Transformer pre-trained on large-scale corpora, including
BooksCorpus and English Wikipedia, by self-supervised learning.
Due to its powerful capability to extract representations with con-
textual semantics, BERT has exhibited superior performance on a

series of language understanding tasks [12]. In this work, we em-
ploy BERTMEDIUM [44] as Enc𝑇 for better computation efficiency
and lower memory requirements. It consists of eight Transformer
layers with a hidden embedding size of 512.

5 EXPERIMENTAL SETUP
In this section, we present our experimental setup for expanding
audio-text data, pre-training, fine-tuning and downstream evalua-
tion.

5.1 Synthetic Audio-Text Data Generation
The AudioSet tag-guided captioning model takes the feature ex-
tracted by PANNs CNN14 as the input. The encoder is a 3-layer
bidirectional GRU and the decoder is a 2-layer Transformer. Details
can be referred to [49]. The model is trained on AudioCaps for
25 epochs with a batch size of 64. The learning rate warms up to
5 × 10−4 and then exponentially decays to 5 × 10−7 until the end.
We use beam search with a size of 3 when expanding audio-text
pairs.

5.2 Pre-training
In the first pre-training step, we use a batch size of 128 and train
the model for 200K iterations. About 1,200 audio-text pairs are ran-
domly selected from the synthetic data to form a separate validation
set. The model is validated every 500 iterations on the validation
set. We use the Adam optimizer with the maximum learning rate
of 1 × 10−4. The learning rate is decayed by a cosine scheduler [33]
with linear warm up in the first 10k iterations.

The model with the best performance on the synthetic validation
set is used to initialize parameters for the second pre-training step.
The setup is similar to the first step with several modifications
on hyper-parameters. The total training iterations and warm up
iterations are 15000 and 750 while the model is validated every 750
iterations.
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5.3 Downstream Evaluation

Task Dataset # Audio clips Metric

Audio-text AudioCaps 50K R@KRetrieval Clotho 6K
Audio

Captioning
AudioCaps 50K COCO &
Clotho 6K FENSE

Classification
ESC50 2K

AccuracyUS8K 8K
VGGSound 192K

Tagging FSD50K 50K mAPAudioSet 1.93M
Table 2: A summary of downstream cross-modal and single-
modality tasks. US8K is the abbreviation of UrbanSound8K.

The pre-trained BLAT can be transferred to a series of down-
stream tasks, which is summarized in Table 2, including both cross-
modal tasks and single-modality tasks. Cross-modal audio-text
tasks include audio-text retrieval and audio captioning. For
audio-text retrieval, we use recall at K (R@K) as the evaluation
metric. Standard COCO evaluation metrics from image captioning
are used to evaluate audio captioning performance. Besides, we also
incorporate FENSE [53] into evaluation for its higher correlation
with human judgments.

Single-modality tasks include single-label (classification)
and multi-label (tagging) audio classification. Accuracy and
mean average precision (mAP) are used for evaluation. We include
several datasets with the size ranging from 2K to 1.93M for com-
parison with previous works.

5.4 Zero-shot Classification
With the pre-trained BLAT, we can perform zero-shot classification.
If a textual label contains “_”, we replace “_” with a blank. BLAT
calculates the similarity scores between a given audio clip and
all these textual labels. These scores are treated as the predicted
probability of each audio event for evaluation.

5.5 Fine-tuning
Fine-tuning is commonly adopted to transfer the general-purpose
pre-trained model to downstream tasks that may focus on specific
domains. We illustrate the fine-tuning procedures for two cross-
modal tasks and single-modality audio classification respectively.

5.5.1 Audio-text Retrieval. The fine-tuning on audio-text retrieval
tasks uses almost the same configuration as the pre-training step.
For both AudioCaps and Clotho, we fine-tune the pre-trained bi-
encoder model for 20 epochs using the InfoNCE loss with a batch
size of 128. The learning rate linearly warms up to the maximum
value in the first epoch. The maximum learning rate for AudioCaps
and Clotho is 5 × 10−5 and 2 × 10−6, respectively.

5.5.2 Audio Captioning. The audio captioning system is similar to
the model in Section 3.2 except 1) the audio feature is extracted by
BLAT instead of PANNs; 2) the system does not receive guidance

from AudioSet tags. For both AudioCaps and Clotho, the training
and inference configuration follows Section 5.1.

5.5.3 Audio Classification and Tagging. For single-modality tasks,
we further fine-tune the pre-trained audio encoder Enc𝐴 . An extra
FC layer is added to Enc𝐴 for classification. We perform two types
of fine-tuning: linear probing and fine-tuning the whole Enc𝐴 . For
linear probing, Enc𝐴 is used as a feature extractor and only the final
FC layer is trained while no parameters are frozen in the second
setting. Cross entropy loss and binary cross entropy loss are used
for classification and tagging training respectively.

6 RESULTS
In this section, we present the comprehensive performance of BLAT.
We first evaluate the quality of bootstrapped synthetic audio-text
data. Then we reveal the influence of pre-training on downstream
tasks. In experiments where only the audio encoder is used, we
take PANNs [28] for comparison since both models share the same
CNN14 architecture and use AudioSet for pre-training. We also
incorporate self-supervised audio representation COLA [41]. For
all experiments except pre-training, we report results based on
three randomly seeded runs.

6.1 Benefits of Bootstrapped Audio-Text Data

B4 R M C S F

Synthetic w/o tag 24.1 47.0 23.1 71.2 19.2 60.1
Synthetic 26.4 49.0 24.5 80.4 21.0 62.5
Human 29.0 49.5 28.8 90.8 28.8 68.0

Table 3: The comparison of synthetic parallel audio-text
data and real data in terms of audio captioning perfor-
mance. Metrics include BLEU4 (B4), ROUGEL (R), METEOR
(M), CIDEr (C), SPICE (S) and FENSE (F).

6.1.1 DataQuality Comparison on Captioning. The quality of boot-
strapped data is first evaluated in terms of captioning performance.
We compare the performance of synthetic captions and human-
annotated captions on AudioCaps test set. Since human annotations
are used both as the candidate to be evaluated and the reference, we
use a round-robin evaluation schedule. Specifically, we exclude one
reference annotation in each round and evaluate the caption based
on the left four annotations. The five scores are averaged as the
performance indicator. We compare the performance of synthetic
and human-annotated captions on AudioCaps in Table 3. We also
include the captioning system without AudioSet tag guidance to
show the effect of importing audio event tags. Metrics reveal that
the tag guidance brings significant improvement. For ROUGEL, the
synthetic data performance is surprisingly comparable with human
annotation. In terms of metrics evaluating the semantic similarity
like SPICE and FENSE, human annotation is still much better. The
model is capable of generating high-quality captions with the tag
guidance though there is still a quality gap between the synthetic
and real data.
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Training
On Target Configuration

AudioCaps Clotho
Audio⇒ Text Text ⇒ Audio Audio ⇒ Text Text ⇒ Audio
R@1 R@10 R@1 R@10 R@1 R@10 R@1 R@10

No
VIP∼ANT [52] 15.2 52.9 9.9 45.6 7.1 30.7 6.7 29.1
template tags 12.7 49.8 8.9 43.2 6.0 24.9 4.3 23.0

BLAT 32.6 76.7 23.5 68.4 7.6 31.5 5.6 23.8

Yes from scratch 40.4±1.5 85.7±0.7 33.3±0.3 82.4±0.3 13.9±0.2 48.2±1.4 12.3±0.6 46.1±0.9
BLAT fine-tuning 47.5±0.4 87.6±0.2 38.2±0.1 85.1±0.1 17.9±0.4 50.9±1.9 13.7±0.4 48.9±0.5

Table 4: Audio-text retrieval performance. The upper half denotes pre-training on different synthetic data and evaluating the
pre-trained model without fine-tuning on the target dataset. The lower half shows the performance of training our model on
the target dataset. R@K denotes recall at K.

Dataset Audio Feature B4 R M C S F

AudioCaps
COLA 14.1±0.2 36.6±0.4 15.7±0.2 30.7±0.8 10.0±0.0 38.6±0.3
PANNs 27.3±0.4 49.7±0.2 24.4±0.1 72.3±0.8 18.1±0.2 60.6±0.4
BLAT 27.2±0.2 49.5±0.0 24.7±0.1 73.3±0.4 18.4±0.2 61.5±0.3

Clotho
COLA 10.0±0.6 31.0±0.2 13.0±0.2 18.7±1.9 7.5±0.2 29.9±0.7
PANNs 15.8±0.3 37.6±0.2 17.5±0.1 39.3±0.8 12.1±0.1 43.8±0.4
BLAT 16.0±0.4 37.6±0.0 17.8±0.0 41.5±0.6 12.6±0.1 45.8±0.6

Table 5: A comparison of audio captioning performance using different audio features.

6.1.2 Data Quality Comparison on Retrieval. We also conduct the
bootstrapped data in terms of zero-shot audio-text retrieval per-
formance, shown in the upper half of Table 4. We compare our
data with VIP∼ANT [52], which uses CLIP and the prompt “the
sound of” to retrieve captions from AudioCaps and Clotho training
corpus. The two synthetic datasets share a similar size (1.22M and
1.08M). For comparison, we also use a simple template “The sound
of <tag 1 >, <tag 2 >, ..., and <tag n >” to convert AudioSet tags into
captions, denoted as “template tags” in the table. BLAT significantly
outperforms template tags on two datasets, indicating that our tag-
guided captioning model can generate text data of higher quality.
This is likely attributed to missing annotations in AudioSet (as elab-
orated in Section 6.3.1): missing tags make the template-based text
less specific (e.g., the sound of speech) and comprehensive than
that generated by our captioning model (e.g., a woman is speaking
while something is being fried) bootstrapped from AudioCaps. The
comparison between BLAT and VIP∼ANT shows that the model
trained on our synthetic data significantly outperforms VIP∼ANT
except for text-to-audio retrieval on Clotho. It indicates that us-
ing the visual modality as a pivot between audio and text leads
to noisy data. The noise may come from the asynchronous audio
and visual modalities. Note that Clotho captions are used to curate
audio-text data in VIP∼ANT while in our work only AudioCaps is
used. The distribution difference between AudioCaps and Clotho
captions [35] leads to our model’s unsatisfactory performance on
Clotho.

6.2 Cross-modal Audio-and-Language Tasks
The lower half of Table 4 shows the performance of transferring
BLAT to audio-text retrieval. We compare the model fine-tuning

from BLAT with one trained from scratch. As the size of Clotho is
small, the model trained from scratch performs poorly. With the
initialization from BLAT, significant improvement can be witnessed
on both AudioCaps and Clotho.

The performance of BLAT transferred to audio captioning is
shown in Table 5. Without the supervision of event labels or textual
descriptions, self-supervised COLA performs much worse than
PANNs and BLAT. BLAT feature outperforms PANNs mainly on
metrics regarding the semantic content like CIDEr and FENSE. This
indicates that BLAT feature is more representative and helps the
model generate more relevant descriptions.

6.3 Single-modality Audio Classification
6.3.1 Zero-shot Transfer. Under the zero-shot setting, the transfer-
ring ability of BLAT is evaluated. Previous works enabling zero-shot
inference, includingAudioCLIP [22],Wav2CLIP [47], VIP∼ANT [52],
and CLAP [15] are incorporated for comparison. Except for CLAP,
CLIP is utilized for synthetic data generation or pre-training. We
also include current SOTA results as a topline for reference. Re-
sults are shown in the upper half of Table 6. The parameter num-
bers of these models are listed. Compared with works relying on
CLIP, BLAT achieves SOTA zero-shot performance with a mod-
erate model size, validating the benefit of eliminating noise from
the visual modality. On VGGSound, BLAT outperforms Wav2CLIP
even though the latter is pre-trained on VGGSound, indicating the
transferring ability of BLAT. However, BLAT achieves a low mAP
on AudioSet. Apart from the data distribution bias caused by the
creation of AudioCaps, we observe that the noise in AudioSet labels
exacerbates the problem. Previous works reveal that AudioSet anno-
tations often contain only part of all events presented in a clip [20].
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Model # params / M ESC50 US8K VGGSound (mAP) FSD50K AudioSet

SOTA - 97.2 [22] 90.1 [22] 52.5 [25] 65.3 [29] 47.1 [29]

Zero-shot

AudioCLIP 95.9 69.4 68.8 - - -
Wav2CLIP 74.8 41.4 40.4 - (10.0) 3.0 -
VIP∼ANT 151.3 69.2 71.7 - - 13.3
CLAP 192.1 82.6 73.2 - 30.2 5.8
BLAT 123.7 80.6 77.3 14.9 (13.5) 31.3 10.5

Linear probing
COLA 79.7 38.2±0.3 53.8±0.3 13.9±0.1 10.7±0.0 2.1±0.1
PANNs 79.7 89.9±0.1 82.6±0.3 41.4±0.8 29.7±0.2 -
BLAT 79.7 94.8±0.3 85.7±0.3 42.9±0.5 32.4±0.7 38.7±0.0

Fine-tuning
COLA 79.7 78.8±0.7 75.3±0.4 48.7±0.8 47.9±0.9 43.6±0.2
PANNs 79.7 95.4±0.1 87.4±0.2 55.3±0.8 57.6±0.2 -
BLAT 79.7 95.8±0.2 89.0±0.1 54.8±0.1 60.3±0.5 44.0±0.2

Table 6: Audio classification and tagging performance in different settings: 1) zero-shot transfer 2) linear probing 3) fine-tuning.
On VGGSound, we list mAP in parentheses to compare with Wav2CLIP. We only include parameters necessary for zero-shot
inference when counting parameter numbers (i.e., the visual encoding part is excluded for AudioCLIP and VIP∼ANT).

Event labels

Filename: -1Hub6Ps_cc_10.000_20.000.wav

Sink (filling or washing) Water tap, faucet Speech Hands Inside, small room

Frying (food) (0.35) Female speech (0.34) Sizzle (0.34) Water tap, faucet (0.32) Boiling (0.32)Top-5 BLAT prediction 

Figure 4: An example of annotation errors in AudioSet. A woman is speaking in the audio clip while the corresponding event
“Female speech, woman speaking” is not annotated.

An example is shown in Figure 4. Speech from a woman can be
clearly heard in the audio clip and CLAP assigns a high probabil-
ity to the event “Female speech, woman speaking”. However, the
event does not occur in the AudioSet annotation. We assume such
annotation noise makes the results not reliable. On FSD50K where
annotations are more reliable, BLAT achieves a much higher mAP.
Using a similar audio-text pre-training paradigm on real datasets,
CLAP achieves similar results on ESC50 and FSD50K while BLAT
outperforms CLAP on US8K and AudioSet with fewer parameters.
This validates the benefit of incorporating our bootstrapped data
into pre-training.

6.3.2 Linear probing and Fine-tuning. The lower half of Table 6
shows the results of transferring BLAT to audio classification by lin-
ear probing and fine-tuning. Since PANNs are trained on AudioSet
with event labels, we do not further fine-tune PANNs on AudioSet.
Like audio captioning, COLA performs much worse than PANNs
and BLAT, especially under the linear probing setting. Although
COLA can be applied to any audio data, its representation does not
generalize well to audio classification tasks without the supervision
of labels. In both linear probing and fine-tuning settings, BLAT

outperforms PANNs on most datasets3. With only one FC classifier,
the performance of linear probing BLAT on ESC50 and US8K is
even close to current SOTA results, indicating that BLAT serves as
a powerful feature extractor. Especially for small datasets, BLAT is
able to extract highly discriminative features for classification. By
fine-tuning BLAT, we achieve results close to SOTA, which validates
its transferring ability to other tasks. The supervision of natural
language exhibits a better ability to be transferred to a variety of
audio classification tasks than event labels. Note that we do not
adopt training techniques like data augmentation or task-specific
loss functions.

7 CONCLUSION
In this work, we propose an AudioSet tag-guided audio captioning
model to bootstrap large-scale audio-text data. Different from pre-
vious methods, the data generation approach does not incorporate
video to eliminate the noise induced by the visual modality. Based
on the bootstrapped data, we pre-train an audio-text bi-encoder
using contrastive learning. After pre-training the model on the syn-
thetic data and the real data successively, we obtain BLAT which
3Except VGGSound, results are significant at a level of 0.05.
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can be transferred to a series of downstream tasks. Experimental
results on both cross-modal and single-modality tasks, including
retrieval, generation and classification, validate the effectiveness
of BLAT. Under the stringent zero-shot condition where no train-
ing data is available, BLAT exhibits SOTA performance on most
datasets.
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