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Abstract—Many location based services, such as FourSquare,
Yelp, TripAdvisor, Google Places, etc., allow users to compose
reviews or tips on points of interest (POIs), each having a
geographical coordinates. These services have accumulated a
large amount of such geo-tagged review data, which allows
deep analysis of user preferences in POIs. This paper studies
two types of user preferences to POIs: topical-region preference
and category aware topical-aspect preference. We propose a
unified probabilistic model to capture these two preferences
simultaneously. In addition, our model is capable of capturing
the interaction of different factors, including topical aspect,
sentiment, and spatial information. The model can be used in a
number of applications, such as POI recommendation and user
recommendation, among others. In addition, the model enables
us to investigate whether people like an aspect of a POI or
whether people like a topical aspect of some type of POIs (e.g.,
bars) in a region, which offer explanation for recommendations.
Experiments on real world datasets show that the model achieves
significant improvement in POI recommendation and user rec-
ommendation in comparison to the state-of-the-art methods. We
also propose an efficient online recommendation algorithm based
on our model, which saves up to 90% computation time.

I. INTRODUCTION

Nowadays, users can easily convey their opinions on points
of interest (POIs) by tapping on their smart mobile devices
in location based services (LBS) like Yelp, TripAdvisor, etc.
These LBS systems contain three kinds of useful information
for user preference modeling. First, they provide a large
amount of user reviews on POIs. Different from tips in
FourSquare or geo-tagged tweets in Twitter, the user reviews
contain more details about why the users like/dislike the POI,
which aspects of the POI satisfy them while which aspects
dissatisfy them. The availability of such reviews makes it
possible to model user preferences on the aspect level. Second,
the geographical coordinates of the POIs in these systems
reveal the users’ activity areas and their spatial preferences.
For example, some users may like to visit a shopping street
while some often visit a region famous with bars. Third,
the category of POIs may help analyze the aspects of the
POIs and the aspect preferences of users on certain category
of POIs, because POIs in the same category share some
common aspects (e.g., room cleanliness/comfort of hotels, taste
of restaurants, etc.).

Recently, several studies on geographical topic modeling
[5], [27] model user preferences on geo-tagged tweets. User
preferences are modeled as a distribution over topical-regions
(called Topical-Region Preference). A topical-region represents
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a geographical area in which users do similar things (such
as dining). It comprises two components: geo-location and
semantics. For example, POIs in Central Park and those on
Wall Street, Manhattan may form two different topical-regions.
The ones in Central Park may have tweets that contain words
like concert, ticket, bird, running, etc., while the ones on Wall
Street may have tweets about stocks or finance. However,
geo-tagged tweets are too short for aspect extraction and the
aforementioned studies do not model the user preferences on
aspect level, i.e., they are not able to capture the Topical-
Aspect Preferences. Topical-aspects are the aspects of POIs
that are commented by users, such as environment, taste, price,
etc. An example for the topical-aspect preferences is that a
user may like the environment in western restaurants, but
the good taste in Chinese restaurants. Moreover, these topical
aspect preferences are often category-aware as illustrated in
the previous example. To the best of our knowledge, no
existing work on modeling geo-tagged textual data models
users’ topical-aspect preferences.

On the other hand, several proposals [13], [18], [19], [7]
on opinion mining aim at identifying latent topical-aspects and
predicting ratings/sentiments on identified aspects in product
reviews. Most of these studies aim at mining item aspects
and sentiments but not user preferences, and thus they do not
incorporate user information in their models. Zhang et al. [29]
consider aspect, sentiment and user information for recom-
mendation. However, their work and all of the aforementioned
proposals for opinion mining do not consider the geo-tags in
the reviews, which are important signals for modeling user
preferences on spatial data.

In summary, neither existing geographical models nor
opinion mining models consider aspects, sentiment, regions
and category at the same time.

In this paper we propose a novel, unified model to learn
user preferences based on reviews, categories and geolocations
of POIs. Our model is able to capture the interdependency
of three latent factors including topical-region, topical-aspect,
and sentiment simultaneously for identifying the topical-region
and topical-aspect preferences for each user. There are three
benefits to model the interdependencies. First, the learning
of topical-region preference benefits from topical-aspects and
sentiment. Because a user may not like the place she visited
before, mining topical-regions based on visit history without
considering the user’s sentiment would lead to incorrect user
preference on some regions. We solve this problem by in-



corporating aspect and sentiment in the learning of topical-
region. Second, the topical-aspect extraction benefits from the
topical-regions. Some words in the text are related to functional
and spatial information of the region, e.g., “restaurant”, “New
York”, etc. The topical-regions help recognize these words
and make the topical-aspects more accurate, i.e., “restaurant”
and “New York” would not appear as representative words in
topical-aspects. Third, we can apply the model to many appli-
cations, such as POI recommendation, user recommendation
and aspect satisfaction analysis in regions, etc., and answer
questions like:

e  Which aspect of a location is favored by people and
which is not?

e  Which POI would a user like to visit?
e  Who would be interested in a given POI?

e  What is the overall positive aspect of POIs in the same
category in each region?

Building such a unified model is a challenging task. First,
the interaction among the three types of latent variables (for
topical-aspect, sentiment, topical-region, respectively) and the
category of POIs is unknown. Second, aspect and sentiment are
usually modeled at sentence level [7] while region is modeled
at the review or document level [5], [25], which makes it
difficult to estimate the parameters of a unified model. To
overcome the first challenge, we model both the category-
aware topical-aspect preferences and the topical-region pref-
erences as conditional multinomial distributions. In addition,
we propose a generative process of the review words, which
generates both topical-aspect words and topical-region words,
to capture the implicit interaction between topical-aspects and
topical-regions. To overcome the second challenge, we propose
a two-level expectation-maximization inference algorithm. We
estimate the document-level parameters (related to topical-
regions) in the first step and the sentence-level parameters
(related to topical-aspects and sentiments) in the second step.

We demonstrate the effectiveness of our model on various
applications such as POI recommendation, user recommen-
dation, and aspect satisfaction analysis in regions. We also
develop an efficient algorithm to speed up online recommen-
dation based on our model.

In summary, this paper makes the following contributions:

1)  We propose a novel unified probabilistic model to
capture the interaction of aspect, sentiment, category
as well as spatial information, and an inference algo-
rithm to estimate the model parameters;

2)  We apply our proposed model to recommend POIs
and users and analyze the aspect satisfaction in re-
gions. To the best of our knowledge, this is the first
work for user recommendation; We also propose an
efficient online recommendation algorithm using our
model;

3)  We evaluate our model on real world datasets and the
experimental results show that the model outperforms
the state-of-the-art methods in POI recommendation
and user recommendation; We also demonstrate that
our model is able to offer explanation for recommen-
dations while the baseline methods [22] fail to offer.

The rest of the paper is organized as follows: Section II
introduces related work; Section III presents our unified model
and corresponding inference algorithm; Section IV applies our
model to several applications; Section V demonstrates the
model selection and tuning and then evaluates the model on
three recommendation tasks. Section VI concludes this paper.

II. RELATED WORK
A. Geographical Topic Modeling

Based on the traditional topic modeling techniques such
as Latent Dirichlet Allocation (LDA) [1] and Probabilistic
Latent Semantic Analysis (PLSA), some recent studies [3],
[17], [5], [27] incorporate geographical information in topic
models. Benefit from the geographic information, these models
can discover regional topics, which are shown to be useful in
POI recommendation.

Some of these studies [14], [3], [17], [16], [25] focus
on analyzing the relation between locations and words/topics
without considering users. Mei et al. [14] sample each word
in their model conditioned on the time, location (id only)
and background words. Eisenstein et al. [3] consider the
coordinates of locations and use the Gaussian distribution to
generate coordinates for locations from latent regions. GeoFolk
[17] generates latitude and longitude of a location from two
Gaussian distributions determined by the topic of the location’s
document. Yin et al. [25] propose a PLSA model with two
latent variables, region and topic, in two levels. Regions are
generated in the document level, which is shared by all of
the documents. Topics are generated in the word level. Each
latent region is modeled as a Gaussian distribution in their
model. Different from these proposals, our work focuses on
modeling user preferences and takes users and users’ sentiment
into account.

There also exist proposals [5], [27], [24] that model user
preferences to geographical topics based on geo-tagged tweets.
Hong et al. [5] propose a model to analyze the geographical
topics in geotagged tweets. In this model, latent regions are
modeled as Gaussian distributions and each region contains
a topic distribution. Yuan et al. [27] explore the temporal
information together with the location, topic, and user infor-
mation to model the time-aware personalized topic region. Yin
et al. [23] consider that the user behaviors depend on both the
user’s topic preferences and temporal topic distributions. They
incorporate category and locality preference into consideration
to make further improvement on modelling user profiles [24].
Our work is different from these proposals in that we focus
on user reviews rather than tweets, and we not only explore
the topic-regions but also analyze the topical-aspects and
corresponding sentiments in the reviews.

B. Sentiment Analysis

Our work is also related to the work on sentiment aspect
joint modeling. According to different granularities of senti-
ment, we divide the existing studies into two types: sentence
level, and phrase level.

Sentence level sentiment analysis supposes each sentence
expresses one aspect of the product. Titov and McDonald
[18] present a sentence level model, namely MG-LDA, to



extract aspects from reviews. Based on MG-LDA, Titov and
McDonald further propose a method [19] which jointly models
the aspect and rating. The model is then used to predict
aspect ratings from a review. This model can extract aspect
level sentiment/rating, but needs aspect rating as observable
variable, which is often not available. Jo and Oh [7] model
aspect and sentiment jointly in an LDA-based framework. Both
aspect and sentiment are modeled as latent variables in the
model, and each word has a joint distribution over topics and
sentiment polarities. To identify the polarities, they keep a list
of seed words for each sentiment polarity, and give higher
probability to generate a seed word from its corresponding
polarity.

Studies on phrase level sentiment [13], [20], [12], [15],
[30] use NLP tools to analyze the dependency between the
words in a sentence and extract aspect-opinion phrase pairs,
e.g., < screen,bright >, with some predefined patterns.
The aspect-opinion phrase pairs are then used for further
analysis on the sentiment polarities on the aspects. Mei et
al. [13] build a PLSA model in which a topic is modeled
as a linear mixture of multinomials from neutral topics and
two sentiments (positive and negative). Wang et al. [20] build
a regression model to capture the aspect ratings from the
overall ratings. The overall ratings are modeled as the weighted
sum of the sentiments from all aspects. However, aspects are
fixed and extracted using a list of seed words and a boot-
strapping algorithm. Moghaddam and Ester [15] propose an
interdependent LDA model in which the aspects of a product is
modeled and the corresponding ratings to each aspect is drawn
depending on the aspect. However, the ratings are treated as 5
clusters and the model cannot tell which cluster has the rating
of 1 and which has the rating of 5.

Our model differs from these models in that we jointly
consider region, aspect and sentiment in a unified model.

C. POI recommendation

We divide the existing approaches into three categories:
memory-based collaborative filtering, matrix factorization and
topic models. Since topic models are mentioned in Section
II-A, we focus on memory-based collaborative filtering and
matrix factorization in this section.

Several proposals recommend POIs based on collaborative
filtering (CF) [22], [9], [26]. Ye et al. [22] propose a fusion
framework to combine user-based, friend-based and geo-based
collaborative filtering. In the geographic model, the probability
of transporting from one POI to another is drawn from a
power law distribution over the distances between the two
POIs. Levandoski et al. [9] use an item-based CF for POI
recommendation, but they mainly focus on how to make the
memory based method efficient on a large dataset. Yuan et
al. [26] propose the problem of recommending POIs for a
user specified time, and incorporate the temporal factor into
the user-based CF model for recommendation. Yuan et al.
[28] also propose a graph-based approach for time-aware POI
recommendation which integrates geographical and temporal
influences.

In the proposals based on matrix factorization, Liu et al.
[10] and Cheng et al. [2] propose latent factor models by

incorporating the geographical information using Gaussian dis-
tribution. Yang et al. [21] propose a sentiment-enhanced per-
sonalized location recommendation system using probabilistic
matrix factorization. Very recently, Zhang et al. [29] propose
an explicit factor model which takes aspect and sentiment
into account. However, these proposals do not consider the
geographical information.

In summary, no existing work models aspect, sentiment,
spatial information and category at the same time. And no
existing work is able to discover the latent relation between
these variables.

III. SENTIMENT-ASPECT-REGION MODEL

We first present our objectives to build the unified
sentiment-aspect-region model. To achieve the objectives, we
present several intuitions based on which we build our model.
We then describe the details of the model, and propose a
parameter estimation method.

A. Intuitions

In this paper, we aim at building a model that is able to
1) extract latent variables, i.e., topical-aspect, sentiment, and
topical-region from the review data; 2) capture the interdepen-
dencies among category, POI, user, words and the three latent
variables; and 3) discover user’s topical-region and topical-
aspect preferences. To achieve these objectives, we exploit the
following intuitions in designing our model:

Intuition 1: A user visits POIs in a topical-region because
the region is geographically convenient to the user (e.g., close
to her activity areas) and its topics (e.g., shopping street,
education area, etc.) satisfy the user’s interest. Each user has
her own preferences on the topical-regions.

Intuition 2: A user rates highly of a POI because she likes
some aspects of the POIL. Such preferences might be indicated
in her review. Some users like to check the price range of a
restaurant first while others might be more concerned with the
environment. Moreover, POIs in different categories may have
different aspects of interest.

Intuition 3: A user decides to visit a POI in a region by
considering the category, category-aware topical-aspects of the
POI and the distance to it. For example, users may visit POIs
of the restaurant category with good environment, but she may
first consider the restaurants nearby.

Intuition 4: When a user writes a review on a POI,
she will use words for both the aspects of the POI and her
sentiments about the aspects. The user may also use words
for the topical-region of the POI. For example, a review on a
shop in Times Square may say: “This shop offers best prices
in Times Square.” The reviewer uses “price” for aspect, “best”
for sentiment and “Times Square” for region.

B. Model Description

We first define the notations to be used in the proposed
model. Let D be the set of user reviews, and U be the set of
users. For each review, we denote the number of its sentences
by M and number of words in each sentence by N. In our
model, a location has two attributes: identifier and coordinates.



We use [ to represent a location identifier and cd; to denote its
corresponding coordinates. Here cdj is a latitude and longitude
pair. We denote the topical-aspect, sentiment and topical-region
by a, s, and r, respectively. The notations used in this paper are
listed in Table I. Following the intuitions discussed in Section
III-A, we proceed to present our model.

TABLE I: Description of Symbols

Symbol | Description

uw, U individual user and the set of users

I, L individual POI and the set of POIs

c category

T topical-region

a, s topical-aspect and sentiment

d, D single review and the set of reviews

M the number of sentences in a review

w, N single word and the number of words in a sentence

Based on Intuitions 1&2, we model the user topical-region
preferences and topical-aspect preferences as multinomial dis-
tributions p(r|u) and p(alu, ¢), respectively.

Based on Intuition 3, a user chooses a POI to visit by
considering both the category and the distance. We define the
probability of visiting a POI [ given category ¢ and region r
proportional to p(l|c) - p(l|r). Here p(l|c) is the probability of
selecting POI [ from the category ¢; p(l|r) is a the probability
of selecting POI [ in region r by considering the distance
from [ to r. After normalization, we have the definition
p(lle,r) = %. To model the spatial distance,
we use a Gaussian mixture model, i.e., p(l|r) ~ N(u,, %,),
where p, is the center of region r and 3, is the co-
variance matrix which depicts the area of region r. To model
the membership of a POI to a category, we use a uniform
distribution for p(l|c).

Based on Intuition 4, we model the relationships among
words, topical-aspects, sentiments and topical-regions by
p(wla,s,r) = Ap(wla,s) + (1 — A)p(w|r), where a, s, 7
are topical-aspect, sentiment and topical-region, respectively.
Here p(wla,s) is the probability that the users write word
w when they have sentiment s on aspect a; p(w|r) is the
probability that the users use word w to describe region 7;
parameter A is used to balance the portion of words drawn from
topical-aspect, sentiment or topical-region. We model p(w|a, s)
instead of p(w|a) and p(wl|s) because aspects and sentiments
are closely coupled, and modeling by p(w|a) and p(w|s)
needs an additional tuning parameter. Similar to proposals of
sentence level sentiment analysis [18], [19], [7], we assume
each sentence expresses opinions on exactly one topical-aspect
and each topical-aspect is associated to a positive, negative or
neutral sentiment.

In summary, the graphical representation of our model is
shown in Figure 1 and the generative process of the reviews
written by user w is described as follows:

e For each review d € D,, where D, is the set of
reviews written by user w.
o Draw topical region r ~ p(r|u)
o Draw category ¢ ~ p(c|u)
; -~ _ __p(n)p(c)
o Draw location [ ~ p(l|c,r) = S WP
where p(I[r) ~ N, )

<)

w

N| m

Fig. 1: Sentiment-Aspect-Region Model (SAR)

o For each sentence in review d
= Draw aspect a ~ p(alu,c)
= Draw sentiment s ~ p(s|a,!)
= For each word position in the sentence
x  Draw word w ~ p(wla,s,r) =
Ap(wla, s) + (1= A)p(wlr)

In the model, p(I|c) and p(c|u) can be estimated directly
from a given corpus. The other distribution parameters need to
be inferred. We first present how to estimate p(l|c) and p(c|u),
and then show the inference algorithm for the remaining
distributions in Section III-C.

As described in Intuition 3, a POI [ is generated from both
category and region. Since POI [ and category c are observable
variables, we simply compute p({|c) by Equation (1).

-~ I(l,c)
pllle) = # of POIsinc M

1 lec

I(l,¢) = {O

Similarly, we compute the category preferences of each
user, i.e., p(c|u), directly from the corpus. To handle the over-
fitting problem, we apply the additive smoothing technique.
After smoothing, even though a user did not a visit some
category of POIs, the probability of visiting that category still
has a small value. The computation of p(c|u) is shown in
Equation (3).

@

otherwise

_ Neta
T N+al’

where n. is the number of reviews of POIs in category c that
user u writes; N is the total number of reviews on POIs in
¢; C' is the total number of categories; « is the smoothing
parameter which is usually set to a value smaller than 1. In
this paper, we set o = 0.1.

p(cfu) 3)

C. Inference Algorithm

To infer the parameters of the model, we use the
expectation-maximization (EM) approach. In this section, we
present the computation of the corpus likelihood, the two-step
EM algorithm used to infer our parameters, and initialization
of the EM algorithm.



1) Likelihood Computation: Our model has several levels,
i.e., word level, sentence level, and document level. The latent
variables are on two levels. Region r is at document level
while aspect a and sentiment s are at sentence level. This
multi-level structure poses challenges to the estimation of the
log-likelihood. According to the generative process, we have
the likelihood of the corpus D:

R

HP (ua) Z (rlua)p(la, walr,ua) (4

M

p(las walr, ua) = pler, [ua)p(lalr, i) [ [ p(waile,, rua, La)
(5)
p(wWailer,, r,ua, la)
N
(6)

= Zp ale,, ua)p

In Equation (4), ® is the set of parameters in the model, i.e.,
p(r|w), p(ale,w),p(l|r).p(s|a,l),p(w|a, s), p(w|r),u, and ..
Variables u4,l4,wy are the user, location and words of review
d, respectively. Variable w,; represents the set of words in
sentence i of review d while wy; ; is the 5" word in sentence i
of review d. Taking logarithm of p(D; ®) leads to a summation
inside the logarithm:

(sla,la) [ [ p(wa.ijla, s,7)

J

L= logp(ua) +log > p(rlua)p(la, walr,ua) (1)
d T

Since this likelihood cannot be estimated directly, we adopt
Jessen’s inequality to the log-likelihood, and estimate the lower
bound of the likelihood and the parameters in an iterative
manner.

2) Expectation-Maximization: Due to the aforementioned
difficulty of computing log-likelihood directly, we apply
Expectation-Maximization (EM) algorithm to estimate the
model parameters.

In E-step, we compute the expectation of latent variables
given the observed data. By applying Jessen’s inequality to
Equation (7), we get the lower bound of the likelihood as:

Lip =) logp(ua)
! 8)

+> " p(rld)(log p(r[ua) + log p(la, Walr, ua))
d,r

As shown in Equation (8), we need to estimate p(r|d) to
compute the full likelihood. We apply Bayes rule, and obtain
the update function of the posterior distribution as

_p(r,d)
p(rld) = S o0 d) )
p(r,d) = p(ua)p(rua)p(la, Walr, ua) (10)

In Equation (10), p(l4, Wq|r, uq) is computed by Equation (5),
and p(ug) appears both in the numerator and the denominator,
and thus is not necessary to estimate.

In M-step, by maximizing the lower bound of likelihood,
we can obtain the update function of parameters at document
level that are related to topical region r as below.

ZdeD P( ‘d)
Z ZdeD p( |d)

p(rlu) = an

However, we cannot obtain a close form solution for g,
and X, due to the normalization term. We adopt a gradient
method to obtain the update value of p, and X, in M-step.
Specifically, we use the BFGS quasi-Newton method [8], [11].
In the gradient method, we compute the gradient of p, and
>3, as follows:

OLrp _ Zp(ﬂd) (Zz/ q(l')(edy — p,.)

8“7‘ ; Zl/ ( ) - (Cdld - l"‘v))

12)
—g(la,r)),  (13)

OLis _ S ol r)
oz, ~ LIS

where ¢(I') = p(I'|e;)p(l'|r) and ed; denotes the coordinates
of POI . The function g(/,r) in Equation (13) is the gradient
of the Gaussian distribution for region r w.r.t. 3J,. at point [.

Since sentiment and aspect are at the sentence level,
we cannot compute log p(lg, wa|r, ug) in Equation (8) using
p(r|d). Thus, we propose a second level of EM iterations.
Specifically, we introduce a new latent variable to estimate
parameters related to aspect and sentiment. Specifically, we
use ¢q. .4, to identify the probability that the it" sentence
in a review d from region r is assigned with aspect a and
sentiment s. we use ¢g 5.4, and p(r|d) to compute the update
function of p(alc, u), p(s|l,a), p(w|a, s), and p(w|r).

Denote by n(w,d;) the number of occurrences of word w
in sentence 7 of review d. We estimate ¢q s 4, as:

p(aa S, T, dl)

Qsa,s,r,di = Z (14)

a,s p(av s, T, dl)

pla,s,r,d;) = plua)p(rlua)pler, lua, )p(lalr, cr,)
plaler,, ua)p(sla, la) [ [ p(wla, s,y (1)

By maximizing the lower bound of the likelihood, we
obtain the update function of the rest parameters:

ZdED Z p(7"|d)z Z ¢asrd

LD SPD SHIS SRV 3 S I
Y dep, 2on P(TId) D25 >, Pas,rds

D S5 SHD STETID b S IR
wls, a Zdz p(7”|d)z (basrdn(w dl)

S SIS 5P ST D S T T M

(U}IT) de( |d)z Z Z ¢asrd n(w d)
Do 22aP(rld) 32320 20 Pas (W, d)( 9
where D,, is the set of reviews written by user v and D; is

the set of reviews for POI [.



3) Initialization of EM Algorithm: EM algorithm can only
guarantee to find a local optima. Different initializations may
lead to different results. In this section, we present our methods
for initializing the assignment of aspect, sentiment and region.

Aspect is extracted from sentence level in our model. We
initialize the aspect by a clustering process on sentences. Each
sentence is represented as a vector of words. Given the number
of aspects, we use K-means clustering algorithm to assign each
sentence an aspect. We then initialize p(w|a) by the probability
that word w appears in sentences carrying aspect a.

Sentiment has 3 possible values in this paper: positive,
negative and neutral. In order to know the polarity of each
sentiment, we need some prior knowledge. We use the same
predefined set of sentiment seed words as in Jo’s proposal
[7]. Moreover, we apply a syntactic parser to extract negation
of the sentiment words such as “not good” and use a special
word “not_good” to represent the phrase “not good” in our
vocabulary. For each word in the seed word set, we assign a
probability (p(w]|s)) of 1 to its polarity and O to the other two
polarities. For words not in the seed word set, we assign an
equal probability for each polarity. We then use p(w|a)p(w|s)
to approximate p(w|a, ).

Region is initialized by a K-means clustering algorithm
based on the coordinates (latitude and longitude). The clus-
tering algorithm partitions POIs to different regions. Then for
each region r, we compute g, and 3, using a regression over
the POIs in the region. We compute p(w|r) by the distribution
of words in the reviews for POIs in region 7 and p(r|u) by
the portion of reviews that user v writes in region 7.

For other parameters: p(alc,u) and p(s|a,l), we initialize
them by using the assignment of aspect and sentiment to a
sentence (We assign sentiment to a sentence by voting from
sentiment seed words extracted from the sentence). Specifi-
cally, p(alc,u) is proportional to the number of sentences that
are assigned to a and that belong to a review written by u from
category ¢; p(s|a, ) is proportional to the number of sentences
that belong to location [ and are assigned to sentiment s and
aspect a at the same time.

4) Efficiency Analysis: Let the number of sentiment be 3
and we treat it as constant. In E-step, the computation of the
expectation of latent variables in Equation (9) and the variables
®a,s,r.q; in Equation (19) needs O(|D|M NRA) = O(WRA),
where W is the number of words in the reviews of all users’ in
training set, R is the number of regions and A is the number
of aspects. In M-step, the cost for updating Equation (16) to
(19) is O(UA + LA+ VA + VR), where U,L,V are the
number of users, POIs and unique words, respectively. To
update p and 3, we perform a quasi-Newton method. Since
each p, and 3, are two dimensional vector and 2 X 2 matrix,
respectively. The computation cost of matrix operation can be
treated as constant. Let DD be the number of reviews, the cost
of computing gradient in Equation (12) and (13) is D + L.
Therefore, the complexity of quasi-Newton is O(I,R(D+L)),
where I, is the number of iterations of quasi-Newton. In
summary, the total complexity of the learning algorithm with
iterations is O(I(W RA+I1,R(D+L)+UA+LA+V A+VR)).
Since WRA > (UA+ LA+ VA+ VR), we simplify the
cost as O(I(WRA + I,R(D + L))). We can parallelize the
computation of both E-step and M-step. In E-step, since the

computation of p(r|d) on each document is independent to
others, we can compute p(r|d) of each document in parallel.
In M-step, the update of Equation (16) to (19) and the quasi-
Newton iterations can also be parallelized in the similar way
as p(r|d). Therefore, the algorithm can be fully parallelized.

IV. APPLICATIONS

We present three applications of our model, namely POI
recommendation, user recommendation, and aspect satisfaction
analysis in regions. In POI recommendation, we provide a way
to explain the reason of recommending a POI and propose an
efficient online recommendation algorithm.

A. POI recommendation

We apply our model to two POI recommendation tasks and
propose an efficient online recommendation algorithm. The
two recommendation tasks are All-Category Recommendation
and Single-Category Recommendation.

1) All-Category Recommendation: All-Category Recom-
mendation is a task of generating a rank list of POIs in any
category given a set of POIs and a user. The aforementioned
proposals are all for all-category recommendation. We calcu-
late the probability of p(l, s+ |u), i.e., the probability of user u
visits POI [ with positive sentiment, to score [ for u as shown
in Equation (20).

Zp rlu)p(e|w)p(l|r, ¢r)
Zp (alu, ¢;)p

According to Equation (20), we make the recommendation
by considering the matching between user preferences (i.e.,
p(r|u), p(alu) and p(alu,c;)) and the attributes of the POI
(i.e., p(s+\a,l) and P(”T» Cl))~

p(l, s4|u)

(20)
(s4lal)

This recommendation model enables us to explain why we
recommend a POI to a user. We consider two factors: aspect
and region. First, we rank the aspects by p(sy|a,l)p(alu, ¢;)
to reveal which aspects match the user’s preferences. Second,
we rank the regions by p(r|u)p(l|r) to reveal which regions
contribute more to the recommendation. Finally, we choose
top several aspects and regions for explanation.

2) Single-Category ~ Recommendation:  Single-Category
Recommendation aims at ranking POIs given a user and a
specific category (e.g., restaurants). It is a typical scenario
for POI recommendation although it has not been covered
in previous work. We compute p(l,s4|u,c) as shown in
Equation (21). Compared to all-category recommendation,
we fix the category i.e., remove p(c|u) from Equation (20).
All locations that are not in ¢ will not be considered in this

scenario.
Zp rlu)p(l|r, c)

Zp (alu, )p(s4]a,l)
a

We can also offer explanation for the single-category recom-
mendation by following similar method as we employ for the
all-category recommendation.

p(l, s+|u, c)
(21



3) Efficient algorithm for Top-N Online Recommendation:
Time efficiency is an essential part of online recommendation.
A straightforward method of making recommendation is to
compute the recommendation score as Equation (20) or Equa-
tion (21). This method requires traversing all the regions which
is highly time consuming. Another choice is the threshold
algorithm [4] that may save the computation for some POIs.
However, in our applications, the number of attributes (i.e.,
regions and aspects) is large, and thus it is expensive to
compute the recommendation score even for a single POIL
The threshold algorithm cannot help with this, either. We
propose an optimized top-N items recommendation algorithm
that significantly reduces the time cost. As to be shown in
the experiment, our algorithm is faster than the threshold
algorithm in the top-N POI recommendation using our model.
Our algorithm can be applied to all or single-category POI
recommendation. We use all-category POI recommendation
(Equation (20)) as an example to explain the algorithm.

Our algorithm is based on two observations: 1) A user only
prefers a small number of regions; and 2) POIs in the center
of the region are more likely to be recommended. These two
observations indicate that only when a user prefers a region
and the POI is near the center of the region, will the score
p(r|u)p(l|r, ¢;) contribute significantly to the recommendation
score. Therefore, after we have computed the most possible
regions for a POI, it may not be necessary to compute the
remaining regions. We design a branch and bound algorithm
as shown in Algorithm 1 to prune the search space of the
regions. Our algorithm contains two steps: initialization and
pruning.

In the initialization step (line 2), we find N candidate POIs
that are potentially good for recommendation. Specifically, we
pick top K regions which cover most of the user’s regional
preferences (i.e., Zfil p(rilu) > 0.9) with smallest K (line
21). If K is larger than N, we pick at most N regions to
ensure that we can select at least one candidate from each
region. In each of the top K region, we choose top [%W POIs
w.r.t. p(I|r) as candidates.

In the pruning step (line 9-10), we check whether we can
avoid traversing unnecessary regions for each POI. We traverse
the regions according to the descending order of p(l|r, ¢;) for
POI [. Suppose we have traversed regions {r1,...,7;_1}. The
partial score we have computed for the traversed regions is

i—1

PScore = Zp(rj lw)p(l|r;, cr).

Jj=1

When we explore the i-th region, we compute the upper bound
of recommendation score for the POI as:

i1
Bound¥ (1) = PScore 4 (1 — Zp(rj|u))p(l|ri, a). (22)

j=1

Because we check the regions in the descending order
of p(l|r,c), the actual value of p(l|r,¢;) for the remaining
regions should be less than the one for the current region, i.e.,
p(l|ri, ;). Therefore, we have a partial recommendation score

for the rest of the regions, which is at most

i—1

(1= plrjlw)p(lrs, ),

j=1

where 1 — E;;ﬁ p(r;|u) is the portion of user preferences
for the rest regions. The upper bound of > p(l|r,c)p(r|u)
for all regions is PScore + (1 — Y272} p(r|u))p(l|ri, cr).
Since ), p(alu, c)p(s4|a,l) < 1, Finally, we obtain the upper
bound of the recommendation score in Equation (20) for the
POI by setting > p(alu,c)p(s4|a,l) = 1, which results in
Equation (22).

If the upper bound is smaller than the N** candidate (Line
9), we skip the current POI (no need to check the remaining
regions). Otherwise, we continue to check the remaining
regions. If all regions are examined for the POI and the POI is
not pruned by the aforementioned upper bound, we compute
the full score of the POI to compare with the N*" smallest
candidate (line 12). We remove the N*" candidate in the list
and insert the POI to the list if the full score is larger than the
N*" candidate (line 13-15). To maintain the top-N candidate
list, we use a binary min-heap.

Algorithm 1 POI Recommendation

1: function REC(u, N)

2 H + InitialCandidates(N)

3 for € Landl ¢ H do

4 PartS < 0, PartRPro + 0, Skip < false
5: while there exists r not examined for [ do
6.

7

8

9

r < NextRegion()

PartS < PartS + p(rju)p(l|r, c;)

PartRPro < PartRPro+ p(r|u)
: if PartS + (1 — PartRPro) x p(l|r,¢;) <
H.Top() then

10: Skip < true, break

11: if Skip = false then

12: S < PartS * p(c|u) >, p(s+|a, Dplalu, c;)
13: if S > H.Top() then

14: H.DeleteTop()

15: H.Insert(< 1,5 >)

16: Result < Sort H by Score S

17: return Result

18: function INITIALCANDIDATES(N)

190 H<+ 0

20: T1,...,7R < Sort the regions by p(r|u)

21: Pick top K  regions satisfies: K =
min({k| S0, p(riu) > 0.9}, N)

22: From ry to Ry, Insert top [ % | POIs ordered by p(I|r)
to H until H contains N POIs

23: return [

B. User Recommendation

We can also apply our model to recommend users for a
POL. Predicting which users may favor a given POI is useful
when the owner of the POI wants to target at or advertise to
some of the users. Given a POI [, we compute the probability



p(u, s4|1) of user u favoring POI [ by considering both topical-
region and topical-aspect preferences of users as follows:

o plu,sq,1)
Psel) = s @
plu, s,1) =p(u)p(cilu) > p(rlu)p(ilr, c;)
" (24)

Zp(a‘% cl)p(s\a,l),

where prior p(u) is calculated using the user’s review history:

_ # of reviews u wrote

p(u) =

Since the last two summations are the same as those in POI
recommendation, Algorithm 1 can also be used to speed up
the user recommendation.

# of all reviews

C. Aspect Satisfaction Analysis in Regions

Discovering which aspect is satisfied or not by users in
each region is useful when 1) someone wants to set up a new
business or make strategies to attract more customers, or 2)
policy makers make urban planning. For example, most of the
restaurants in a region of a city may be complained for the long
waiting time. By knowing the dissatisfaction of this aspect, a
restaurant may think how to achieve competitive advantage
over other restaurants in the region. We can infer the aspect
satisfaction in each region based on our model. Specifically, we
compute the aspect distribution of each sentiment s, category
c and region r as

2wy PWp(r|u)p(elu)p(ale, w)p(lr, c)p(s|a, 1)

plals.er) = o el u)p(cla)plale, wpUlr, Op(sla,
(25)

This probability shows which aspect is most probably
liked/disliked in POIs from category ¢ and region r.

V. EXPERIMENTAL STUDIES

We conduct several experiments to evaluate the perfor-
mance of our model by comparing with the state-of-the-art
techniques. First, we present the experimental setup in Section
V-A and the model selection strategy in Section V-B; Then,
we apply our model to the three applications. We show the
accuracy and efficiency of our recommendation algorithm in
POI recommendation in Section V-C and explore the reason
of making a POI recommendation in Section V-D. After that,
we show the accuracy of user recommendation in Section V-E.
Finally, we analyze the aspect satisfaction in regions in Section
V-F and discuss the quality of topical regions in Section V-G.

A. Experimental Setup

We collect data from two different cities in Yelp, which
hosts hundreds of thousands of user reviews and ratings for
POIs. One of our datasets is from Yelp’s Challenge Dataset',
which contains 11,537 POIs and 43,873 users from Phoenix at
the time of data collection. We remove users who wrote fewer
than 2 reviews and POIs without any reviews after filtering the
users. This preprocessing results in a dataset containing 11,359

Thttp://www.yelp.com.sg/dataset_challenge/

POIs and 21,908 users. We crawl the other dataset from Yelp
Singapore, and remove users and POIs without any reviews.
The resulting Singapore dataset contains 8,846 POIs and 1,654
users. The statistics of the two datasets is shown in Table II.
For each dataset, we hold out the recent 10% reviews of each
user for tuning and 10% for testing, respectively, and use the
remaining 80% data as training set. In the tuning and test data,
we generate the ground truth, i.e., whether a user likes the POI
or not, by checking how the user rates to that POI. When the
user rates more than 3.5 stars, we consider that she likes the
POI and put the user-POI pair into the set of ground truth.

TABLE II: Statistics of the two datasets

Phoenix Singapore
#POIs 11,359 8,846
#Users 21,908 1,654
#Reviews 215,837 20,248
#Reviews per user 4.92 12.40
#Reviews per POI 18.71 2.36

We run all experiments on a machine with Intel Xeon ES5-
2680 (2.8 Ghz) 10-cores CPU and 64GB memory. We deploy
the training program on 8 cores of the CPU and train the
SAR models on Singapore and Phoenix datasets with the same
settings as in Section V-B. The training time of Singapore data
is 33.74 minutes and the Phoenix data is 965.61 minutes.

B. Model Selection

In our model, we have two free parameters: number of
aspects A and number of topical regions R, and a tunable
parameter . To find a proper value of A and R, we use
Bayesian Information Criterion (BIC) which is usually used for
model selection. BIC is defined as: BIC = —2L + Klin(N),
where L is the likelihood of the model, K is the number of
parameters and [V is the scale of the corpus. In our scenario,
K is A x R, while N is the number of review sentences. We
set the default value of parameter A to 0.6, and choose A,R
which achieve lowest BIC in the tuning set of each dataset.
In the Phoenix data, the lowest BIC appears when R = 80
and A = 30. In the Singapore data, smaller number of aspects
and regions are preferred because Singapore is smaller than
Phoenix. We set R = 40 and A = 20 for Singapore data.

C. POI recommendation

First, we introduce several existing methods for compe-
tition and the evaluation metrics. Then, we compare with
the state-of-the-art baselines for both all-category and single-
category recommendation. Finally, we evaluate the efficiency
of our recommendation algorithm.

1) Recommendation Methods: We compare our model to
five POI recommendation techniques.

e  CF: User-based collaborative filtering model.

e  GCF: A collaborative filtering model incorporating
geographical influence [22].

e  W3: A topic model with personalized regions [27].
e STM: A topic model with global regions [6].

e EFM: A matrix factorization based explicit factor
model which extracts aspects and sentiment from



reviews, and models the relation among user, item,
aspect and sentiment for recommendation [29].

e GEFM: We multiply the EFM rating score with a ge-
ographical score given by exp{—dist(u,l)}. Function
dist(u, 1) is the average distance from POI [ to POIs
that the user has visited.

2) Evaluation Metrics: Evaluating a recommended list has
two ways: one of them is how many true results are hit by
the list and the other is how similar the resulting rank and
the ground truth rank are. Therefore, we use two kinds of
metrics to measure the performance of our model and the
peers. These metrics are: 1) the precision and recall for the
top N items, namely Precision@N and Recall @N, respectively.
We investigate N = 5 and N = 10 because the top few results
are most impressive to users. 2) Mean Average Precision
(MAP) which is used to show the correctness of a rank list
according to the position of true results in the list. If the true
results are ranked high in the list, the list is probably a good
recommendation result.

3) All-Category POI Recommendation: The result is shown
in Figure 2. All results reported in this section pass t-test with
p-value< 0.01, which means the improvements are significant.
Our SAR model outperforms the best peer by 33% , 34%
and 61% in terms of Precision@10, Recall@10 and MAP,
respectively on the Phoenix dataset, while 59% , 90% and 62%
in terms of Precision@10, Recall@10 and MAP, respectively
on the Singapore dataset.

Among the baseline methods, CF and EFM do not consider
geographical information, which limits the performance of
these two methods. Compared to CF, EFM performs better
because it explores the user preferences on aspect level. GEFM
performs the best among the baselines, but still worse than
SAR because it does not model the interdependencies. W3 has
lower performance than GCF model in some cases because it
learns small personalized regions for users who have limited
number of visiting records, which leads to overfitting. STM
performs worst because it estimates the probability p(I|r)
by the probability density function of Gaussian distribution
without any normalization. The Gaussian distribution in STM
overwhelms the other probabilities (i.e., the preferences of
the user). GCF incorporates the graphical information into the
model of CF. However, without considering the content of the
reviews, GCF cannot reveal user’s preferences on aspect level.

Our SAR model discovers user’s latent interest on several
factors: aspect, sentiment, category, and region. Benefiting
from the user preference analysis on topical-aspects and
topical-regions, SAR model outperforms these methods.

4) Single-Category POI recommendation: The peers are
developed for all-category recommendation. To apply them to
this task, we consider two methods. The first one is to pick the
top N results that belong to the given category from the all-
category recommendation results. The second one is to divide
the visit history of each user by categories and learn the models
on data from each category separately. The second method
suffers from the problem of sparser data. Therefore, we adopt
the first method in this experiment.

The result is reported in Figure 3. Our SAR model outper-
forms the best peer by 36% , 36% and 42% in terms of Pre-

cision@10, Recall@10 and MAP, respectively on the Phoenix
dataset, while 52% , 58% and 80% in terms of Precision@ 10,
Recall@10 and MAP, respectively on the Singapore dataset.
The reason is that our model is able to discover the relation
between category and aspect by modeling the user preferences
to topical-aspects on each category, i.e., p(alc, u).

5) Recommendation Efficiency: We evaluate the efficiency
of our optimized POI recommendation algorithm on both of the
datasets by comparing with two algorithms. One of them is the
brute-force algorithm which computes Equation (20) and uses
a partial sorting method to find the top-N result. The other one
is the threshold algorithm (TA) [4] that sorts p(l|r, ¢;) for each
region and accesses the POIs on each sorted list in parallel.
Since the scoring function is a monotonic increasing function,
we follow the threshold algorithm to find the top-N results. We
do not sort by aspects over POIs because the differences among
POIs on an aspect (p(s|a,l)) is much smaller than those on
a region. Since ) p(alu,c)p(s|a,l) and p(c|u) in Equation
(20) are no larger than 1, we compute the threshold as: 7" =
>, p(r|u) maxy p(U'lr, ).

In this experiment, we retrieve top 100 results for each user.
To investigate the running time on POIs of different scales,
we randomly select subsets with different sizes from the two
datasets. Specifically, we get 10 different subsets with size
from 1000 to 10,000 POIs in Phoenix data while another 10
subsets with size from 800 to 8000 POIs in Singapore data.
The time of recommending top 100 POIs to a single user is
computed by averaging over all users. The result is reported
in Figure 4.
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Fig. 4: All-Category POI Recommendation Time Consumption

Our optimized algorithm, namely “B&B” in Figure 4,
always takes the least amount of time on both datasets for
different number of POIs. Compared to TA, we achieve 4 times
faster in the Phoenix data and 2 times faster in the Singapore
data, because TA needs to update the threshold for each sorted
access on any sorted list. This extra computation makes TA
perform worse than the brute-force algorithm when the number
of POIs is small. We give a more detailed comparison for the
threshold algorithm and our methods as below.

In the threshold algorithm, we still need to access many
POIs (around 40% of the POIs in Phoenix on average) in each
sorted list for each region. However, our algorithm accesses
very few regions for each POI to compute its partial score
(less than 10 regions on average in Phoenix), and we only
compute the full score for POIs that we access all the regions
(Iess than 10% of the POIs in Phoenix). Suppose there are
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Fig. 3: Single-category POI recommendation

L POIs, R regions and A aspects and we compute the full
score for 0.4L POIs in threshold algorithm and 0.1L POIs
in our algorithm?. In the worst case, the threshold algorithm
updates 0.4L R times of threshold. The total computation cost
for threshold algorithm is 0.4L(A 4+ 2R). Our algorithm needs
to compute the full score for 0.1L POIs as well as the partial
score and the threshold for the rest POIs on 10 regions on
average. The computation costs is 0.1L(A+ R)+0.9L x2x 10.
When A = 30 and R = 80 in the Phoenix data, the cost of
threshold algorithm is 76L while the cost of our algorithm
is 29L. When the number of regions increases, the threshold
algorithm has more sorted list to access, which makes it slower.
Whereas in our algorithm, we still need to consider only a few
regions (near a POI). Our algorithm is more suitable for the
models that have a large number of regions.

D. Explanation of Recommendation

As discussed in Section V-C, the SAR model can tell why
we recommend or not recommend a POI. To illustrate this, we
randomly pick some examples from the test data. We explore
aspects and regions respectively. To find out which aspects
contribute most to the recommendation, we first show the top-
5 favorite aspects of the selected user in the category of the POI
according to p(alu, ¢). Then we report the top-5 good aspects
of the POI according to p(s4|a,l). We manually give a name
to aspect according to the word distribution. Table III shows
three users and a recommended POI for each of them. User 64
prefers the food and flavor aspects of a restaurant and Paradise
Dynasty, a restaurant of Chinese food, has positive reviews
on foods. User 121 wants a good environment in a bar, and
Wala Wala Cafe Bar has a good environment. User 420 prefer
a hotel with good facility and service and Marina Bay Sands
provides good facility. This table shows that we recommend to
users the POIs with aspects that match their preferences. This
explains why our method makes a recommendation to a user.

2We estimate this average ratio on our datasets

TABLE III: User Aspect Preference & Positive Aspects of
Recommended POIs

Preference Positive Aspect
User Aspect Prob POl Aspect Prob
menu 0.29 general 0.98
flavor 0.11 taste 0.96
64 food 0.07 Paradise Dynasty food 0.89
quality 0.07 (Restaurant) flavor 0.74
service 0.07 menu 0.69
environment | 0.36 quality 1
general 0.11 location 1
121 facility 0.10 Wala Wala taste 1
traffic 0.10 Cafe Bar flavor 0.97
location 0.09 environment | 0.87
facility 0.29 quality 1
service 0.20 facility 0.84
420 general 0.09 Marina Bay Sands | general 0.80
traffic 0.07 (Hotel) environment 0.70
quality 0.07 food 0.56

This is a very desirable feature for a recommendation system,
although many existing recommendation methods cannot offer
such explanation.

To explore the influence of regions, we draw the contour of
the top 3 regions of User 64 ranked by probability p(r|u), and
plot the top 5 recommended POIs to the user. We highlight
Paradise Dynasty in blue color. Figure 5 shows the regions
and recommended POIs. The 5 POIs are close to the center of
Region 36 or Region 8, two of the user’s favorite regions, which
is the geographical reason for recommending those POIs. Our
recommendation algorithm tends to recommend POIs that are
close to the center of the user’s favorite regions.

E. User Recommendation

1) Peers and Metrics: W3 and STM, which are based on
topic models, can be easily applied to user recommendation by
multiplying the conditional probability p(I|u) with user popu-
larity p(u). However, the existing CF (CF and GCF) and EFM
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baselines are not designed for user recommendation, we simply
reverse the rating matrix by treating users as items and items as
users in CF methods. For GCF model, we compute the score in
the geographic preference matrix by comparing the coordinates

of the POI with each user’s visit histories, and normalizing

. _ Hyep, Dist@l)
over all users: Scoregeo(l,u) = S Dt The set

L, is the visit history of user u. We then linearly combine the
geographic preference score and the visit-based score as the
original model does. For EFM and GEFM, we rank users by
R; ; (i.e., the predicted rating of user ¢ on item j) for each
item. We use the same metrics as those in Section V-C to
measure the performance of user recommendation.

2) Result: Figure 6 shows the comparison among our
model and the peers. The results reported are significant with
p-value< 0.01 in t-test. The SAR model outperforms the peers
because we model the interaction among aspect, sentiment and
region. The interaction identifies whether a user likes a region
(i.e., p(r|u)) and an aspect given a category (i.e., p(alu,c)).
When performing recommendation, we check whether the
given POI satisfies the preferences of users. The SAR model
does not perform significantly better than the other methods in
Singapore because the number of reviews per POI is very small
in the data. Without enough reviews, one can hardly tell which
aspect is good for the POI and which is bad. In contrast, the
Phoenix POIs contain around 9 times the reviews than those in
Singapore, which means SAR can take advantage of the aspect
and sentiment analysis to improve recommendation results.

F. Aspect Satisfaction Analysis in Regions

We explore the aspect satisfaction in some regions in
the Singapore dataset. The goal of this experiment is to
show the satisfaction of aspects in the regions. We compute
p(als, ¢, ) described in Section IV-C to select most satisfied
and dissatisfied aspects for analysis. We show the satisfaction
on “service” of Beauty & Spas POIs in two regions in Table I'V.
The first region has the highest probability of having negative
overall sentiment on the aspect “service”, while the second
one has the highest probability of having positive sentiment
on “service”. In different regions, the sentiment on different
categories is different. As shown in the example, the service
is negative in Region 1, but is positive in Region 2.

TABLE V: Representative Words for Regions

Region | Representative Words

Orchard | place, food, really, singapore, store, shop, mall, time,
pretty, shopping, quite, products, japanese, little, orchard

Changi | food, airport, singapore, place, toast, really, time, changi,
pretty, terminal, kaya, coffee, service, little, free

Sentosa | place, food, sentosa, singapore, beach, really, pretty, quite,
time, day, island, little, chicken, ride, people

TABLE VI: Representative Words for Aspect and Sentiment

Sentiment
positive

Aspect
waiting time

Representative Words

time, little, long, shop, best, good, great, enjoy,
come, people, place, food, like, worth, day, lunch,
really, perfect, try, way

time, little, come, times, went, second, shop, wrong,
like, food, place, came, getting, told, table, waiting,
disappointed, eat, review, bad

great, service, good, food, staff, place, friendly,
excellent, restaurant, really, nice, location, love,
pretty, like, selection, experience, little, prices, hotel
service, order, food, minutes, place, wait, staff, time,
times, bad, table, really, took, long, terrible, pretty,
water, waitress, came, restaurant

waiting time negative

service positive

service negative

G. Discussion on Topical Regions

In Table V, we show the top 15 representative words
with the highest probability (i.e., p(w|r)) for three regions in
Singapore discovered by our model. The first region “Orchard”
which is the largest shopping area in Singapore, contains words
“store”, “shop”, “mall”, “orchard”, etc. The second region is
near Changi Airport, so that words like “airport”, “changi”,
“terminal”, etc. are often used in that region. The third one
contains words like “sentosa”, “beach”, “island”, etc. These
words are about Sentosa, which is the most famous island
in Singapore. The word distribution in the three regions are
characterized by spatial information.

We choose two aspects with positive and negative senti-
ments, and show top 20 words with highest p(w|a, s) for each
aspect and sentiment pair in Table VI. Different from region
words, aspect words are like “service”, “staff”, “waiting”, etc.
and sentiment words are like “good”, “best”, “bad”, etc. These
words describe the aspects of the POIs and the sentiment to
the aspects, while region words are more likely to be location
words. As shown in Figure 1, aspects are constrained by
categories while regions are constrained by coordinates.

VI. CONCLUSION

We present a novel generative model that considers aspect,
sentiment and region. Motivated by user’s opinions in POI
reviews, we propose a way to make use of the opinions
to enhance user preference modeling. Our model combines
opinion mining and geographical modeling which has not been
considered in the existing works. Both of the two aspects are
considered to be important, and we show the effectiveness
of the unified model by experiments on several applications,
such as POI recommendation and user recommendation. We
propose an online algorithm and show it is efficient in top-
N recommendation using our model. We also explore the
satisfaction of aspects in regions.
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