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OVERVIEW

 What is a recurrent neural network (RNN)?

 Simple RNNs

 Backpropagation through time

 Long short-term memory networks (LSTMs)

 Applications

 Variants: Stacked RNNs, Bidirectional RNNs
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RECURRENT NEURAL NETWORKS (RNNS)

 A class of neural networks designed to handle 

variable length inputs.

 A function: 𝑦 = 𝑅𝑁𝑁 𝒙1, 𝒙2, … , 𝒙𝑛 ∈ ℝ𝑑

where 𝑥𝑖 ∈ ℝ𝑑
𝑖𝑛
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RECURRENT NEURAL NETWORKS (RNNS)

 Shown to be a highly effective approach to 

language model, sequence tagging and 

classification tasks:
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RECURRENT NEURAL NETWORKS

 Form the basis for the modern approaches to 

machine translation, question answering and 

dialogue:
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WHY VARIABLE LENGTH?

 Recall the feed-forward neural LMs we learned:

6The dogs are barking the dogs in the neighborhood are ___



SIMPLE RNNS

 ℎ0 ∈ ℝ𝑑 is an initial state

 ℎ𝑡: hidden states which store information from 𝒙1

to 𝒙𝑡

 Simple RNNs:
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QUIZ: ACTIVATION FUNCTIONS

 What’s the main difference between sigmoid and 

tangent hyperbolic (tanh) functions as activation 

functions?
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SIMPLE RNNS

 Key idea: apply the same weights W repeatedly
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RNNS VS. FEEDFORWARD NNS
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RECURRENT NEURAL LANGUAGE MODELS (RNNLMS)

 Denote ෝ𝒚𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑾𝑜𝒉𝑡 , 𝑊𝑜 ∈ ℝ 𝑉 ×𝑑

 Cross-entropy loss:
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(the negative log probability 

the model assigns to the 

next word in the training 

sequence)



TRAINING RNNLMS

 Back-propagation? Yes, but not so simple!

 The algorithm is called Backpropagation Through 

Time (BPTT) 12



BACKPROPAGATION THROUGH TIME

 You should know how to compute: 
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TRUNCATED BACKPROPAGATION THOUGH TIME

 Backpropagation is very expensive if the input sequence is 
long.

 Run forward and backward through chunks of sequence 
instead of the whole sequence

 Carry hidden state forward forever, but only backpropagate 
for some smaller number of steps 14



QUIZ: BACKPROPAGATION THOUGH TIME

 Suppose n is the input length, the backpropagation 

length is m, please re-derive the above formula for 
𝜕𝐿

𝜕𝐖
  while backpropagating only m steps.
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PROGRESS ON LANGUAGE MODELS

 On the Penn Treebank (PTB) dataset:

 Metric: Perplexity
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(Mikolov and Zweig, 2012): Context dependent recurrent neural network language model



PROGRESS ON LANGUAGE MODELS

 On the Penn Treebank (PTB) dataset:

 Metric: Perplexity

17
(Yang et al, 2018): Breaking the Softmax Bottleneck: A High-Rank RNN Language Model



VANISHING/EXPLODING GRADIENTS

 Consider the gradient of 𝐿𝑡 at step t, with respect to the 

hidden state hk at some previous step k (k < t ):

 (Pascanu et al, 2013) showed that if the largest 

eigenvalue of W is less than 1 for g = tanh, then the 

gradient will shrink exponentially. This problem is 

called vanishing gradients.

 In contrast, if the gradients are getting too large, it is 

called exploding gradients. 18



WHY IS EXPLODING GRADIENT A PROBLEM?

 When gradients are too large, we take very big 

steps in SGD, making the algorithm difficult to 

converge.

 Solution: Gradient clipping – if the norm of the 

gradient is beyond a threshold, scale it down 

before applying SGD update.
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WHY IS VANISHING GRADIENT A PROBLEM?

 If the gradients becomes vanishingly small over 

long distances (step k to step t), then we can’t tell 

whether:

 We don’t need long-term dependencies, or

 We have wrong parameters to capture the true 

dependency

 the dogs in the neighborhood are ___

 Still difficult to predict “barking”

 How to fix vanishing gradient problem?

 LSTMs: Long short-term memory networks

 GRUs: Gated recurrent units 20



LONG SHORT-TERM MEMORY (LSTM)

 A type of RNN proposed by Hochreiter and Schmidhuber in 
1997 as a solution to the vanishing gradients problem

 Work extremely well in practice

 Basic idea: turning multiplication into addition

 Use “gates” to control how much information to add/erase
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At each timestep, there is a hidden 

state 𝒉𝑡 ∈ ℝ𝑑 and also a cell state 

𝒄𝑡 ∈ ℝ𝑑

• ct stores long-term information

• We write/erase ct after each step

• We read ht from ct



LONG SHORT-TERM MEMORY (LSTM)

 There are three gates:

 each is a feed- forward layer, 

followed by a sigmoid 

activation function, followed 

by an element-wise 

multiplication with the layer 

being gated 

 Note we use ⨀ and ⨂ 

interchangeably to denote 

element-wise multiplication

22

a typical gate

info



LONG SHORT-TERM MEMORY (LSTM)

 forget gate (how much to erase)

 input gate (how much to write)

 output gate (how much to reveal)

 new cell values

𝐠𝑡 = tanh 𝐖 𝑐 𝐡𝑡−1 + 𝐔 𝑐 𝐱𝑡 + 𝐛 𝑐 ∈ ℝ𝑑

 Final memory cell:

𝐜𝑡 = 𝐟𝑡⨀𝐜𝑡−1 + 𝐢𝑡⨀𝐠𝑡

 Final hidden cell: 𝐡𝑡 = 𝐨𝑡⨀𝐜𝑡
23

a typical gate

info



LONG SHORT-TERM MEMORY (LSTM)

 LSTM doesn’t guarantee there is no 

vanishing/exploding gradients.

 It does provide an easier way for models to learn 

long-distance dependencies.

 LSTM was first invented in 1997, but wasn’t 

working until 2013-2015. 24



IS LSMT ARCHITECTURE OPTIMAL?
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Next-step-prediction accuracies

Perplexity on PTB



REFERENCE TO LSTM

 Section 9.5 of Jurafsky and Martin

 https://colah.github.io/posts/2015-08-

Understanding-LSTMs/
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https://colah.github.io/posts/2015-08-Understanding-LSTMs/
https://colah.github.io/posts/2015-08-Understanding-LSTMs/


OVERVIEW

 What is a recurrent neural network (RNN)?

 Simple RNNs

 Backpropagation through time

 Long short-term memory networks (LSTMs)

 Applications

 Variants: Stacked RNNs, Bidirectional RNNs

27



APPLICATION: TEXT GENERATION

 You can generate text by repeated sampling

 Sampled output is the next step’s input
28



FUN WITH RNNS

29Andrej Karpathy 2015: “The Unreasonable Effectiveness of 

Recurrent Neural Networks”



APPLICATION: SEQUENCE TAGGING

 Input: a sequence of n words: x1, …, xn.

 Output: 𝑦1, … , 𝑦𝑛, 𝑦𝑖 ∈ {1, … , 𝐶}
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Quiz: 𝐖𝑜 ∈ ℝ? × ?



APPLICATION: TEXT CLASSIFICATION

 Input: a sequence of n words: x1, …, xn.

 Output: 𝑦 ∈ {1, … , 𝐶}
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hn

Quiz: 𝐖𝑜 ∈ ℝ? × ?



MULTI-LAYER RNNS

 RNNs are already “deep” on one dimension (unroll 

over time steps)

 We can also make them “deep” in another 

dimension by applying multiple RNNs

 Multi-layer RNNs are also called stacked RNNs.
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MULTI-LAYER RNNS

 In practice, using 2 to 4 layers is common (usually 
better than 1 layer)

 Transformer-based networks can be up to 24 layers 
with lots of skip-connections.
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The hidden states

from RNN layer i are

the inputs to layer i+1.



BIDIRECTIONAL RNNS

 Bidirectionality is important in language 

modeling:
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“terribly”:    left context: “the movie was”

right context: “exciting !”



BIDIRECTIONAL RNNS
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BIRECTIONAL RNNS

 Sequence tagging: Yes!

 Text classification: Yes! With slight modifications 

(two ways below).

 Text generation: No. Why? 36
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