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GOALS OF THE COURSE

 Gain an understanding of basic components or 

sub-fields of NLP

 Understand the theretical concepts, algorithms 

and models in modern NLP

 Being able to apply these models and algorithms 

to actual NLP problems

 Carry out a small research project
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ADMINISTRATIVE INFO (I)

 Instructor: 

 Kenny Zhu, ERB-535, 
kenny.zhu@uta.edu

 Office hours: Wed 4-5 PM, also by email 
appointments

 Teaching Assistant:

 Sinong (Theron) Wang, ERB-316, 
sinong.wang@uta.edu

 Office hours: Monday 4-6 PM 

 Course Web Page (definitive source!): 
https://kenzhu2000.github.io/cse4392/

 Materials may be optionally uploaded 
to Canvas as well 3
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ADMINISTRATIVE INFO (II)

 Format:

 One topic a week, split into

 1.5 hour lecture, and

 0.5 hour lecture and 1 hour tutorial discussion

 Tutorials are led by TA

 Reference Texts: 
 Speech and Language Processing (3rd ed) by Dan Jurafsky

and James Martin, The Prentice Hall.

 Foundations of Statistical Natural Language Processing by 
Chritopher Manning and Hinrich Schutze, The MIT Press.

 Introduction to Information Retrieval by Christopher D. 
Manning, Prabhakar Raghavan, Hinrich Schütze, The 
Cambridge University Press.

 Lecture materials (and textbooks) on course 
web page
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ADMINISTRATIVE INFO (III)

 3-credit course (16 weeks)

 Modes of Assessment:
 In-class quizzes: 10%

 Tutorial discussion participation: 5% bonus (1% each time)

 Assignments: 30%

 Programming Project: 30%

 Final Exam: 30%

 Quizzes
 Given out at random times

 Usually on-screen multiple choice questions or short 
answer questions

 Bring a piece of paper and a pen every time!

 Submit answer after class (immediately) to TA or me

 Tutorials
 Discuss assignment questions, issues in project, other Q&A

 You will be asked to present your answers

 Volunteer to win tutorial participation points
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ADMINISTRATIVE INFO (IV)

 Assignments 
 Released (usually) on the day of the tutorial

 Due date printed on assignment sheet

 Submit solutions including code and data on Canvas 

 Late submission: -30% of full score for each additional day

 Assignment solutions to be discussed at the tutorial on the 
following week (led by TA)

 Research Project
 Individual or small group project (up to 2 persons)

 Design and develop a system/model that solves an interesting 
NLP problem/task 

 Must be different implementation than existing ones available 
online (e.g., GitHub)

 Produce a demo + code + data + documentation: due end of 
semester

 Scored by interestingness, level of difficulty, performance 
against baselines (you need to evaluate your system!)
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PREREQUISITE

 Required: CSE 2315, CSE 3318 (Data structures 

and algorithms), CSE 3380 (Linear algebra) 

Probability theory, Calculus

 Recommended: CSE 4309 (Machine learning)

 Proficiency in Python: Assignments/Project will 

require the use of Python/NumPy/PyTorch (an 

online course: https://programming-23.mooc.fi/ )
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DISCLAIMER

 Part of the materials in this presentation were 

adapted from the slides created by Danqi Chen of 

Princeton University.

9



NATUAL LANGUAGE PROCESSING

 Make machine understand 

human language (speech)

 Make machine communicate 

with humans (customer 

agents, counsellors, virtual 

doctors)
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TURING TEST

 Being able to understand and generate language 

~ intelligence
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Can I fool the 

human 

evaluator?
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LANGUAGE VS THOUGHT

 Language and thought interact

 Does language influence the thought and action of 

the speakers?

 Can language be separated from thought?

 If not, animal obviously have thoughts, too. And 

they should have language also.
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IN THE BEGINNING…
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Georgetown-

IBM 

experiment, 

1954

“Within 3 or 5 years, machine translation will be a solved problem.”



 Rule based, requires extensive programming

 Very domain specific
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RISE OF STATISTICAL LEARNING

 Use of machine learning techniques in NLP 

 Increase in computational capabilities 

 Availability of electronic corpora 17



RISE OF STATISTICAL LEARNING
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IBM’s models of  statistical 

machine translation

IBM’s speech

recognition



DEEP LEARNING ERA

 Significant advances in core NLP techniques

 Essential ingredients:

 Massive amount of annotated training data

 Lots of compute (especially GPUs)

 Reduced manual efforts:

 Less or zero feature engineering
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TURING TEST SOLVED?
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NOT QUITE…
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LOOK AT SOME FUNNY NEWS HEADLINES

Kids make nutritious snacks

Stolen painting found by tree

Miners refuse to work after death

Squad helps dog bite victim

Killer sentenced to die for second time in 

10 years 

Lack of brains hinders research 
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WHY IS LANGUAGE DIFFICULT TO

UNDERSTAND?

 Language is ambiguous

 Languge is dynamic

 Language material is MASSIVE
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LEXICAL AMBIGUITY

 The fisherman went to the bank. 

24
One word can have multiple meanings



LEXICAL AMBIGUITY

 The fisherman went to the bank. He deposited 

some money. 

25
Word sense disambiguation



SYNTACTIC AMBIGUITY

26Languages are compositional

You need good syntactic parsers



DISCOURSE AMBIGUITY

27
Coreference/Anaphora resolution 



SEMANTIC AMBIGUITY
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Semantic Parser



QUIZ

 The following news headlines are ambiguous:

 Miners refuse to work after death

 Squad helps dog bite victim

 Can you rewrite each headline into two different 

sentences to represent two distinct meanings 

that the headline entails
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LANGUAGE IS DYANAMIC
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LANGUAGE CORPUS IS MASSIVE

Examples:

 English vocabulary: regularly up to 35,000 

 WordNet:155,000 distinct words

 Bible (King James version): ~700K 

 Penn Tree bank ~1M from Wall street 

journal

 Newswire collection: 500M+

 Wikipedia: 2.9 billion word (English)

 Web: several billions of words 
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CLASSIC NLP PIPELINE

32

ASR

NLP

OCR



CLASSIC NLP APPLICATIONS

 Sentiment Analysis

 Information Extraction

 Machine Translation

 Text Summarization

 Dialogue Systems
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SENTIMENT ANALYSIS
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PERSONALITY DETECTION (A RELATED

APPLICATION)
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INFORMATION EXTRACTION
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Knowledge can change, need to extract continuously



MACHINE TRANSLATION
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MACHINE TRANSLATION
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TEXT SUMMARIZATION

40
Summarization takes advantage of 

dependency structures in the dialogue



TEXT SUMMARIZATION

41Two kinds of text summarization



DIALOGUE SYSTEMS
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Filling the slots
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QUIZ

 In your opinion, which of the following tasks is 

more challenging to NLP, machine translation or 

dialogue system? Why?
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OUTLINE OF THE COURSE

 Words

 Language models

 Naïve Bayes and text classification

 Word embedding

 Sequences and Structures

 HMM and recurrent models

 Syntactic Parsing

 Transformers and large language models

 Applications

 Information retrieval and question answering

 Machine translation

 Text summarization

 Dialogue systems
45
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